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Abstract— Although face recognition has been an active
research area for decades, the general problem is still unsolved.
While many methods addressing either face detection or face
identification emerged, little attention has been paid to the
combination or integration of detection and identification.

In this paper we propose a combined method for face
detection and identification using SIFT descriptors. This com-
bined method includes an existing detection model and a new
identification method based on object class invariants (OCIs),
which is invariant to translation, scale, in-plane rotation and
small 3D viewpoint changes. These models are combined using
a bounding box around the OCI to filter face features for
identification. We show the highly competitive performance of
the newly developed identification method and the effectiveness
of the proposed combination scheme.

I. INTRODUCTION

In computer vision, face recognition attracts the attention
of researchers since more than 35 years and is still an
unsolved problem [20]. This history reflects not only the
complexity involved in automating this task, but also the
strong interest in machine recognition systems, which is
mainly driven by the wide range of potential application
areas.

For law enforcement, surveillance and authentication sys-
tems, face recognition provides an intuitive and rather
userfriendly identification method. It does not rely on the
participants cooperation or even his or her knowledge, as
opposed to identification based on fingerprints and iris scans.
Furthermore, face recognition systems may take advantage
of the numerous surveillance cameras already present in
public and private areas today. In the context of social
networking platforms, on which vast amounts of face images
are accumulated, automatic photo tagging functionality based
on face recognition greatly improves the user experience
[5]. In many other areas such as virtual reality, ubiquitious
computing, human-machine-interaction and entertainment,
numerous useful and creative applications are imaginable.

The major challenge for face recognition systems today
is to cope with the substantial face appearance variations
caused by changes in viewpoint and illumination as well as
by partial occlusion.

The face recognition problem consists of two distinct
tasks, which are generally addressed separately in the lit-
erature:

This research has been performed when Sebastian Stein was working
towards his M.Sc. degree at TU Dortmund.

Fig. 1. Recognition process: Prediction of a vector from the base of the
nose to the forehead (OCI) based on SIFT features (left) 2) Construction of
a bounding box around the OCI (right) 3) Identification based on features
inside the bounding box (not illustrated).

1) Detect and localize faces in a scene image
2) Identify faces of known individuals and discard un-

known faces

Although many sophisticated approaches to solving either
of these subproblems emerged during the past decades (see
e.g. [7], [8], [19], [20]), to the knowledge of the authors no
previous research has been focussing on the combination of
face detection and identification.

In this paper we propose a system combination scheme
for face detection and identification based on an object class
invariant (OCI) model [14] and interest point descriptors (see
Fig. 1).

The remainder of this paper is organized as follows:
Section II reviews related work on face recognition based
on interest point methods. Section III describes the face
detection model, our face identification model and our sys-
tem combination scheme. In Section IV we presents our
evaluation results.

II. RELATED WORK

In this section we will mainly focus on interest point
methods and refer the interested reader to [7], [8], [19], [20]
for a more general introduction to face recognition.

Interest points, also known as keypoints, are mathemat-
ically well-defined image landmarks, which are likely to
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be found in different images of the same object. Interest
point descriptors, which are the features extracted at these
locations, describe the local image content and are designed
to be stable under certain image transformations such as
scaling or rotation. Prominent representatives are the Scale
Invariant Feature Transform (SIFT), proposed in [9], and
Speeded Up Robust Features (SURF), introduced in [2].

A. Face Detection

Many face detection methods such as [17] are single
viewpoint in nature and yield no pose annotation of the face
in a detected region, although estimation of the face pose
may be beneficial for further processing detected faces (e.g.
identification). In [11], LeCun et al. integrate face detection
and pose estimation using convolutional neural networks
requiring large amounts of annotated data for training. Toews
and Arbel propose in [16] a probabilistic face detection
model requiring a smaller number of training images and
predicting the vector from the nose to the forehead, which
may be seen as a simple form of pose estimation. This
vector is used as a common reference geometry (OCI) to
model geometrical feature densities with respect to the face
pose. Model training involves determining clusters of SIFT
features in appearance space which are distinctive for their
respective positions relative to the OCI. By matching features
from a test image to these model features, OCI geometries
are projected onto the test image and considered to be
true face hypotheses if they pass a validation based on a
probabilistic face model.

This model serves as the detection module for our recog-
nition system and will be described in more detail in Section
III-A, as we altered the model formulation for better under-
standability and used a different clustering method for model
training.

B. Face Identification

Face identification models based on interest point descrip-
tors generally create face templates by storing the sets of
features extracted from face training images in a database.
A matching strategy defines the subset of template features
which is matched with a feature extracted from a test image
in order to avoid false feature correspondences. Finally, a
similarity measure defines a scalar similarity between the
set of test features and a face template.

In [4], Bicego et al. compare three different matching
schemes using SIFT descriptors, namely minimum pair dis-
tance matching, matching features around the eyes and the
mouth, and matching on a regular grid with overlapping
subregions. Only test and training features of corresponding
subregions are matched. These matching strategies have
been evaluated on the BANCA1 database, where regular
grid matching performed best (henceforth refered to as
SIFT Grid).

Luo et al. refine the approach of matching corresponding
face regions using SIFT in [10]. They divide the face image

1Available at http://www.ee.surrey.ac.uk/CVSSP/banca/

into five subregions applying K-means clustering to the im-
age positions of interest points from face training images. In
the identification stage, each feature is assigned to the cluster
with the closest center location and only features belonging
to the same cluster are matched (henceforth refered to as
SIFT Cluster). Their comparative evaluation carried out on
the FERET database [13], [12] shows a superior performance
of this approach using five clusters over SIFT Grid (evalua-
tion results are presented in Section IV in the context of our
evaluation).

Rather than dividing the image into fixed subregions, Du et
al. propose in [6] a sliding window approach in combination
with SURF descriptors. Only template features lying within
a specified search window around the image position of the
currently inspected test feature are considered for matching.
Their unfortunately very scarce evaluation results indicate
a lower identification accuracy compared to SIFT Cluster
using the standard 64-dimensional SURF descriptor and
a comparable accuracy when using the augmented 128-
dimensional SURF descriptor.

In this paper we introduce a different region based match-
ing strategy using the OCI. The major contributions of
this work may be summarized as follows: We develop a
new face identification model using SIFT features and the
OCI, which does not rely on conventional face alignment.
With this identification model using the pose predicted by
the face detection method introduced above, we develop
a combination scheme based on a bounding box around
the OCI, which is invariant to scale, location and in-plane
rotation.

III. COMBINED FACE DETECTION AND IDENTIFICATION

A. Face Detection

In this Section we briefly describe the formulation of the
face detection model invented by Toews and Arbel [14],
[15], [16], the model training procedure and the geometrical
relationships between the OCI and model features.

1) Model Formulation: A model feature represents a
cluster of interest point descriptors in appearance space and
image space (i.e. feature geometry). A cluster in appearance
space is described by its mean appearance ai and a radius
T a
i . In terms of geometry, a feature cluster is described by

its mean geometry gi and a set of global thresholds T g :
(T pos, T scale, T angle), delimiting a cluster in its 2D position,
scale and angle, respectively. A model feature may thus be
described by the tuple fi : (ai, T

a
i , gi, p

face, pbg), where
pface and pbg denote the feature occurrence probabilities
with respect to the classes C := {face, bg}, corresponding
to faces and the background.

The common reference frame (OCI) is described in terms
of its geometry go : (xo, yo, σo, θo), that is its 2D image
position, length and angle.

The posterior probability of a class c ∈ C given a set of
features {fi} extracted from a test image is described as

P (c|{fi}) =
P ({fi}|c)P (c)

P ({fi})
=

P (c)
∏

i P (fi|c)∏
i P (fi)

, (1)
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assuming conditional feature independance. A face hy-
pothesis H : (go, {fi}) is evaluated using Bayes’ decision
ratio

γ(H) =
P (face|{fi})

P (bg|{fi})
=

P (face)

P (bg)

∏

i

P (fi|face)

P (fi|bg)
. (2)

Following the notation introduced above, the individual
feature probabilities P (fi|c) expand to

P (fi|face) = P (ai|face)P (gi|face, go)p
face
i (3)

andP (fi|bg) = P (ai|bg)P (gi|bg)p
bg
i , (4)

for features representing a face and the background. For
further information see [16].

2) Geometrical Relationships: In order to compare fea-
tures derived from different images in terms of their geome-
tries, their normalized geometries are calculated with respect
to the normalized OCI geometry go : (xo = 0, yo = 0, σo =
1, θo = 0◦), which involves shifting, scaling and rotating the
feature geometry according to the labeled OCI geometry.

A feature fj is considered to agree geometrically
with a feature fi, if their normalized geometries dif-
fer by less than the global geometrical thresholds T g :
(T pos, T scale, T angle):

GeoAgg(fi, fj) =( |xi − xj | < T pos · σi )∧

( | yi − yj | < T pos · σi )∧

( | log σi − log σj | < T scale )∧

( | θi − θj | < T angle ) (5)

Using the normalized geometrical relationship of a model
feature to its OCI and the absolute geometry of a corre-
sponding feature extracted from a test image, we can project
an OCI geometry into absolute image dimensions. At first,
we need to calculate the OCI geometry with respect to a
normalized feature geometry go : (xo = 0, yo = 0, σo =
1, θo = 0◦). In a second step, this OCI geometry is shifted,
scaled and rotated according to the absolute geometry of the
test feature.

3) Feature Clustering: Rather than applying a mean-shift
on feature appearance and geometry for feature clustering as
in [16], we propose to use a two step clustering approach:

At first, features are clustered in terms of their appearance
using agglomerative clustering: All face training features are
considered as potential model feature clusters. In each itera-
tion, the pair of remaining clusters with smallest Euclidean
distance is merged. The resulting mean appearance a′ is
calculated as the weighted mean appearance of the original
clusters:

a′ =
n1a1 + n2a2
n1 + n2

, (6)

where n1 and n2 denote the number of training features
corresponding to the respective clusters. This process halts
when the minimum distance between any pair of remaining
clusters exceeds a predefined threshold T d.

After appearance clustering, all clusters with less than two
support features are discarded. The remaining clusters are
inspected individually. Given an appearance cluster i with
supporting training features f i

j , we seek to determine whether
for any geometry gij more than half of the support features
agree geometrically. Otherwise the appearance cluster i is
considered to be not distinctive for any geometry and is
discarded. Thus, we count for each geometry gij the number
of geometrically agreeing features f i

k; k �= j. If the condition
defined above holds for any geometry gij , the final cluster
geometry is calculated by averaging the geometries of all
support features, which agree geometrically with gij .

Given the mean appearance, the mean geometry and
the supporting training features for a particular cluster, all
remaining model parameters may be calculated. The appear-
ance cluster radius T a

i is set to the maximum distance of
all support features to the cluster mean appearance. The
appearance probabilities P (ai|c) and the geometrical proba-
bilities P (gi|face, go) are assumed to be Gaussian, while
occurrence probabilities pfacei and pbgi are binomial. The
geometrical distribution P (gi|bg) is assumed to be uniform,
as background features may appear anywhere in the image
equally likely.

B. Face Identification Using The OCI

In this section we present our face identification model
using the OCI.

A person specific face template consists of a set of
features extracted from a face training image {fj}

temp
i =

{fj}
training . In order to use the OCI geometry as a common

reference frame, feature geometries are replaced by their
normalized counterparts with respect to the labeled OCI
geometries in the training images.

Similarly, all features extracted from a test image are
geometrically normalized to their respective OCI geometries.

As all feature geometries - those derived from the test
image and those stored in the database - are described with
respect to a common reference frame, we define a region
based feature selection method as follows: Each test feature
f test
k is matched with the subset of features of a template
f temp
j , whose normalized geometries gtemp

j agree with the
normalized geometry gtestk of the test feature.

This region based matching strategy differs in several ways
from the ones proposed by other authors: Rather than fixing
the number of regions (i.e. the number of grid cells or the
number of geometrical clusters), our approach keeps the size
of a region fixed while the number of distinct regions is
undefined. Furthermore, regions derived from geometrical
agreement are not only bounded in 2D pixel coordinates
but also in angle and scale dimensions. These additional
restrictions may further reduce the number of false corre-
spondences (depending on the choice of the thresholds T g

for geometrical agreement). Assuming that the OCI geometry
is known (either labeled by hand or located by the previously
described face detector), this region based matching strategy
is applicable in uncontrolled environments without further
alignment or registration.
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For measuring the similarity between a set of test features
and a face template, we apply a simple voting scheme
similar to [9]: All test features f test

k are matched with all
geometrically agreeing features f i

j of all templates i in
the database. For each test feature f test

k , we determine the
template feature fmin

k with minimum Euclidean distance
d(f test

k , f i
j). We define a function temp(fmin

k ), which maps
the feature fmin

k to the template i that includes fmin
k . A

test feature f test
k votes for a particular subject i, if fmin

k

corresponds to i:

vote(f test
k , i) = 1

[
temp(fmin

k ) = i
]
, (7)

where 1 [expression] is one if the expression is true and
zero otherwise. Although Lowe proposes in [9] to discard
ambiguous feature matches, our experimental evaluation
showed that this verification procedure reduces identification
performance and is therefore not incorporated into our voting
scheme. The final similarity between a set of test features and
a face template i is defined as the number of test features
voting for subject i:

S({fk}
test, i) =

∑

k

vote(f test
k , i) (8)

In a closed identification scenario, where all faces in test
images are assumed to be known, the subject corresponding
to the template with the highest similarity measure

argmaxiS({fk}
test, i) (9)

is considered to be present in the image.

C. System Combination

In order to combine the face detection and face identifica-
tion models, we need to select a subset of features extracted
from a scene image which shall be used for identification.
An optimal system combination scheme would discard all
background features and keep only the features extracted
from the face we intend to identify. We approach this
objective by defining a bounding box about the predicted
OCI geometry, balancing the number of falsely rejected face
features and the number of falsely kept background features.
Recall that feature selection for identification is performed
using geometrical agreement as defined in Section III-A.
With the geometrical thresholds T g : (T pos, T scale, T angle)
and the normalized geometry of a template feature fi,
we can determine the normalized bounding box BBi :
(xmin

i , ymin
i , xmax

i , ymax
i ) in horizontal and vertical direc-

tion about the normalized feature position gi as follows:

xmin
i = xi − T pos · σi ymin

i = yi − T pos · σi

xmax
i = xi + T pos · σi ymax

i = yi + T pos · σi (10)

Based on the set of feature specific bounding boxes {BBi}
corresponding to all template features, we can determine the
bounding box BB Max including all positions normalized
to the OCI, which are relevant for identification.

In several cases this bounding box is too wide and tends to
include a fairly large number of unrelated features. Consider
for example scene images with overlapping faces or training
images with inprecisely defined face regions. Therefore, we
determine a bounding box BB Maxi for each template i =
1, · · · , N in the database and derive in a second step the
average bounding box BB Avg of all BB Maxi.

Now consider a set of test features {f test
k } with geometries

gtestk in absolute image dimensions. The detector localizes a
face with OCI geometry go. Given a normalized bounding
box BB : (xmin, ymin, xmax, ymax), how can we determine
the subset of features of {f test

k } which are inside the
bounding box BB around the detected OCI geometry? At
first, we need to normalize the whole set of test features with
respect to the OCI geometry go as described in Section III-
A. These locations can easily be compared to the boundaries
defined by bounding box BB and features located outside
BB may be discarded. In summary, we project test feature
geometries into the normalized image space and filter all
features with respect to the normalized bounding box.

IV. EVALUATION

In this section we present evaluation results of detection,
identification and combined detection and identification on
the FERET database [13], [12].

A. Data Set

The FERET database is a standard large scale face
database widely used to evaluate face recognition algorithms.
The Gray FERET database consists of 14051 grayscale
images of 1169 subjects under varying viewing conditions.
The collection of subjects is very diverse in terms of age and
ethnicity. The photographs have been recorded in a total of
15 sessions over the course of three years. The images are
neither aligned nor cropped to the face region. Therefore,
ground truth OCI geometries highly vary between images!
Pictures are taken in front of a neutral background, but show
a more or less large part of upper body clothing. Some
subjects wear glasses or jewelery and some have facial hair.

The evaluation protocol defines a gallery set of images
comprising one image per individual for training and several
partitions (test sets) corresponding to different face variations
and viewing conditions. In this paper we make use of the
partition fb showing each individual with a different facial
expression than in the training set, the partitions dup1 and
dup2 consisting of frontal face images of subjects collected
in later sessions and the partition fc showing faces under
different illumination conditions.

The Color FERET database contains a subset of Gray
FERET images in color format, higher resolution and without
lossy compression.

For our experiments we labeled all images used for
training and testing with the OCI. Additionally, we manually
defined for all images a paraxial rectangular region of interest
(ROI) enclosing the face region. This ROI is used for
detection to separate face features from background features,
and for identification to discard features corresponding to
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Fig. 2. Example detection: 1) Labeled ground truth OCI (left) 2) predicted
OCI based on four SIFT features (right).

clothing. As subjects wear the same clothes in some test
images as in the gallery, including these features artificially
improves identification performance. All images of the Color
FERET database have been converted to gray scale images.
SIFT feature extraction is performed using David Lowe’s
demo software2.

B. Detection

For detector model training, all features inside the ROI
are used as face model features, and all remaining features
are used as background features. The appearance clustering
threshold T d was set to 0.5, as this threshold produced
in our experiments the maximum number of appearance
clusters consisting of at least two face model features. The
geometry thresholds were set to T g : (T pos = 0.5, T scale =
log(1.5), T angle = π/2) as in [16]. Evaluation results are
visualized with Recall vs. 1-Precision plots.

We consider a positive response (i.e. an OCI geometry go)
as true positive, if go agrees geometrically with the ground
truth OCI ggto . For multiple detector responses, we count
only the first true positive response as such and count all
other responses regardless their geometrical agreement with
the ground truth as false positives. Note that this method
represents a conservative performance measure.

With respect to a combined detection and identification
system which is trained on the same subjects, we train our
detection model with the full Color FERET gallery set. For
evaluation, we used the test set on expression variations fb.
Figure 3 shows evaluation results for the cases allowing
multiple and only a single detector response (exploiting the
fact that there is only a single face in each image). In the
case of multiple responses, we achieve 89% recall with a
precision of 89%. Allowing just a single detector response,
the maximum recall of 92% is obtained with 93% precision.
Note that detector evaluation on FERET does not show
true detection performance but rather indicates localization
accuracy. An example detection result is shown in Fig. 2. A

2Available at: http://www.cs.ubc.ca/̃lowe/keypoints/

Fig. 3. Detector performance allowing multiple/ single detector responses

TABLE I

IDENTIFICATION PERFORMANCE COMPARISON

Method fb fc dup1 dup2
Fisherface [3] 0.94 0.73 0.55 0.31
EBGM [18] 0.90 0.42 0.46 0.24
Local Binary Patterns [1] 0.97 0.79 0.66 0.64
Local Matching Gabor [21] 0.99 0.99 0.85 0.79

SIFT Grid [4] 0.94 0.35 0.53 0.36
SIFT Cluster [10] 0.97 0.47 0.61 0.53
SIFT OCI 0.99 0.92 0.69 0.61

correct OCI is detected based on less than ten SIFT features
on average.

C. Identification

We test the identification model using the labeled ROI
and OCI in training and test images. All features of a
training image inside the ROI are normalized to the OCI
geometry and stored in the database. From each test image,
we extract solely features inside the ROI and normalize their
geometries to the OCI. Then, we compute the similiarity
measures between the set of test features and all templates,
and consider the template with the highest similarity as being
present in the image. The geometrical thresholds for feature
matching are chosen as above. Before feature extraction, all
images have been scaled by a factor of two in each dimension
and their histograms have been equalized.

We chose to evaluate the performance of the proposed
identification model on the Gray FERET database, as many
other methods for face identification have been evaluated on
this data set. Table I compares the identification accuracy
(as true positive rate) of our identification model (SIFT OCI)
with other SIFT based identification methods (SIFT Grid and
SIFT Cluster), Fisherfaces, Elastic Bunch Graph Matching
(EBGM), Local Binary Patterns and Local Matching Gabor.
The proposed method outperforms the other SIFT based
models on all test sets and shows competitive results to
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TABLE II

PERFORMANCE OF COMBINED DETECTION AND IDENTIFICATION

Test Set Precision Recall ID/ Det. ID/ Exp.
fb 0.9284 0.9153 0.9920 0.9079
fc 0.9057 0.8927 0.9165 0.8181
dup1 0.8979 0.8764 0.6832 0.5987
dup2 0.8407 0.8333 0.5974 0.4978

other established approaches. Note that our preprocessing
differs slightly from the others: While we scale face images
by a fixed factor, the other considered methods scale face
images to occupy a fixed region and align images using
the coordinates of the eye centers. While all information we
utilize for identification may be acquired by a face detector,
accurate localization of eye centers needs to be accomplished
in addition to face detection if applied to scene images.

D. Combined Detection and Identification

For the evaluation of the combined model, we use the av-
erage template bounding box BB Avg for feature selection.
In our experiments we determine the fraction of correctly
detected and correctly identified faces of all face images
(ID/Exp.) as well as the fraction of correctly identified faces
of all detected faces (ID/Det.). While the former measure
corresponds to the performance of the whole recognition
system, the latter indicates the portion of the overall system
performance achieved by the identification module. The
evaluation results are presented in Table II. With respect
to detector performance, we see that precision and recall
highly depend on the test set. The identification performance
(ID/Det.) is comparable to the results achieved with pure face
identification (Table I). Thus, the difference in identification
accuracy of pure identification and combined detection and
identification is almost exclusively due to the detection rate.
Therefore, the proposed system combination approach may
be considered as being very effective, as the performance
decrease is not caused by the system combination but by the
rather low detection performance.

V. CONCLUSION

In this article we proposed a new face identification
method based on SIFT features and object class invariants
and showed its competitive performance on the FERET
database. This identification model uses labeled or detected
OCI information such that conventional image alignment
and rasterization is unnecessary. We further adapted the face
detector proposed by Toews and Arbel and developed a
system combination scheme based on bounding boxes, which
are invariant to scale, location and in-plane rotation. This full
recognition model may potentially be used with any type
of interest point descriptors, although this still needs to be
evaluated.

We chose to use the FERET database in our experiements
for comparison with other identification methods. To the
knowledge of the authors, there is currently no database
of scene images publicly available showing each subject

in multiple images, which would be more appropriate for
combined face detection and identification. This aspect will
particularly be addressed in future work.
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von der Malsburg. Face recognition by elastic bunch graph matching.
IEEE Transactions on Pattern Analysis and Machine Intelligence,
19:7:775–779, 1997.

[19] Ming-Hsuan Yang, David J. Kriegman, and Narendra Ahuja. Detecting
faces in images: A survey. 24(1):34–58, 2002.

[20] W. Zhao, R. Chellappa, A. Rosenfeld, and P.J. Phillips. Face recog-
nition: A literature survey. ACM Computing Surveys, pages 399–458,
2003.

[21] Jie Zou, Quiang Ji, and George Nagy. A comparative study of local
matching approach for face recognition. IEEE Transactions on Image
Processing, 16(10):2617–2628, 2007.

524



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


